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Abstract 
 
This paper shows how Bayesian Networks can be used to create models for discrete data from contingency tables.  The 
advantage is that the models are created relatively automatically using existing software.  The models provide 
representations that approximately preserve the joint relationships of variables and are easy to apply.  The models allow 
imputation for missing data in contingency tables and for the creation of discrete, synthetic microdata satisfying 
analytic constraints. 
 
Introduction  
 
Graphical representation of Bayes Nets and other probabilistic relationships date to Lauritzen and Spiegelhalter (1988).  
They are used extensively in machine learning.  For instance, Figure 2 in Getoor et al. (2001)  (reprinted below) 
demonstrates an efficient representation of Census data.  951 parameters are able to represent a potentially large 
number of cells in a contingency table (7 billion). 
 


